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“The way people interact digitally with your 
organization or service”

Digital Experience



An Open Letter



An Open Letter



An Open Letter



Why is this so hard?

“Fix our Computers”

1. Complexity of the environment
2. Administrative control
3. MTTI vs MTTR
4. Problems asking and answering the 

right questions
5. Improvements in cyber security 

posture
6. Lack of Observability and capability.



1. Is a service up or down?
2. What was the latency between X & Y?
3. What was the link utilization over the 

last 5 minutes?

Monitoring & Observability

Monitoring
1. Why did person X have trouble 

logging in?
2. Why was this transaction slow?
3. What was the DB query that caused a 

lock?
4. What path did this traffic take through 

the network?

Observability



How do we Observe?



Metrics
• CPU Utilisation
• Disk Queue Length
• Packets per Second

Events
• Exceptions
• Alerts
• Creation of an 

object
• Traps

• Syslog
• Event Logs
• Application Logs
• Kernel logs

Logs

How do we Observe?

• Application Traces
• Packet traces
• Kernel tracing 

(eBPF)

Traces



Metrics



Events



Logs



Traces



Infrastructure

• Hypervisor
• Server 

Infrastructure
• Routers
• Switches
• Firewalls
• Load Balancers

Applications

• Application
• Application 

Server
• Container
• Platform

Network

Where do we Observe?

• Mobile
• Laptop
• Desktop

Endpoints

• Routers
• Switches
• vSwitches
• Firewalls
• Endpoints



Challenges



Challenges

Silod Operations

Need to Know

SRE Mindset

Perspective
Software Lifecycle

Technology Evolution

Scaling

Evolution
Very Necessary

Cannot Secure What 
we Cannot See

Passive Monitoring 
Becoming Hard

Cyber



Perspective – Silos



Perspective – SRE Mindset



Evolution - Scaling

Hypervisor

Processor Memory IO Kernel

Server

Processor Memory IO Kernel

Server

Processor Memory IO Kernel

Server

Processor Memory IO Kernel

Server

Processor Memory IO Kernel

Service 3

userland Logic IO Runtime

DB

Dependencies Logic IO Runtime

Service 4

userland Logic IO Runtime

Service 1

userland Logic IO Runtime

Service 2

userland Logic IO Runtime

Service 7

userland Logic IO Runtime

Service 8

userland Logic IO Runtime

Service 5

userland Logic IO Runtime

Service 6

userland Logic IO Runtime

Service 3

userland Logic IO Runtime

Service 4

userland Logic IO Runtime

Service 1

userland Logic IO Runtime

Service 2

userland Logic IO Runtime



Evolution - HTTP



Evolution - HTTPS



Evolution Cyber - QUIC



Better Observability



The Point of Consumption



The Point of Consumption
1.Endpoint Agents
2.JavaScript Injection
3.Twitter



The Point of Distribution



Logs and Traces



Logs and Traces



Metrics, Logs, and Traces
ExamplesLayer

Tracing, logs, OpenTelemetryApplication

eBPF trace, logsPresentation

eBPF trace, ETL tracingSession

eBPF trace, tcpdumpTransport

eBPF trace, tcpdump, netflowNetwork

Logs MAC flip, SNMPData-Link

Logs link flaps, SNMPPhysical



Next Generation 

Observability



Next Generation Observability

Streaming
Telemetry



eBPF

• Ability to run user code within the kernel
• Ability to intercept and modify traffic
• Trace system calls
• Ability to observe anything in the kernel



OpenTelemetry
• Open standard for APM
• Defines the protocols for MLT
• Includes working code to consume 

telemetry



Streaming Telemetry



•An Open Letter

•How do we Observe

•Challenges

•Better Observability

•Next Generation Observability

Summary



Thank You
@Leighfinch1

www.observeability.com.au

Leigh.finch@observeability.com.au
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